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Abstract—The recent proliferation of mobile devices embedded
with capable sensors, provides an opportunity to the popular
concept of mobile crowdsensing. By studying the correlation of
crowd-sensed data in both spatial and temporal dimensions, we
can get a clear understanding of the intrinsic pattern of data in
mobile crowdsensing, which is the basic for further data analysis,
such as data filtering, smoothing and prediction. However, the
crowd-sensed data are normally noise and unreliable due to the
diverse mobility patterns and selfish behaviours of mobile users,
making the classical data models in wireless sensor networks fail
in this new context. In this paper, we propose a robust and reliable
time series data model based on Dynamic Bayesian Network
to describe the characteristics of the crowd-sensed data. The
proposed data model can figure out the spatial and temporal
correlation of data in the environment, where the data has high
noise levels and mobile users are untrustworthy. We conduct
extensive evaluations based on both simulation and a real-world
data set. Our evaluation results show that our method successfully
modeled the crowd-sensed time series data with effectiveness,
efficiency and trustworthiness.

I. INTRODUCTION

In recent years, we have witnessed the rapid and explo-
sive growth of capable human-carried mobile devices, e.g.,
smartphones, smartbands, smartglasses. The smart devices
embedded with powerful sensors, such as GPS, compass,
and accelerator, provide a new paradigm for data collection,
namely mobile crowdsensing, and revolute the traditional
wireless sensor networks. People have deployed numerous
mobile crowdsensing applications, including the indoor po-
sitioning [1], smart transportation [2], health care [3], social
emergency events detection [4] and et al.

The sensed data collected by mobile crowdsensing systems
always have complex relations in the spatial and temporal
dimensions. Although, in the traditional sensor networks, there
are already some works proposing different time series models
to capture the spatial and temporal correlation among sensed
data, in the mobile crowdsensing, due to the following two
challenges, those models would be not applicable anymore.
The first challenge comes from the mobility of crowd. In
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traditional sensor networks, the sensor devices are usually
fixed in some pre-determined locations, but the users in mobile
crowdsensing systems always have complex and unpredictable
mobility patterns, leading to high noise levels of collected
sensed data. For such noise and uncertain crowd-sensed data,
it is extremely difficult to exploit the spatial and temporal
correlation to facilitate data analysis, such as smoothing,
filtering, and prediction.

The second critical challenge is the unreliability of mobile
users. The mobile users’ usage behaviors and activity contexts
would have an impact on the status of the smart devices, and
further influence the quality of collected data. For example, in
noise map construction of the crowdsensing system, putting
smartphones in mobile users’ pockets or bags would result
in reporting different records of the noise levels in the same
location. In addition, the selfish mobile users may report low-
quality data to get extra payments. Thus, we should take the
trustworthiness of mobile users into account when designing
crowd-sensed data model. These issues are all not considered
in traditional sensor networks, and the corresponding models
and methods are intrinsically unable to handle both the high
noise levels of crowd-sensed data and the trustworthiness of
mobile users.

In order to overcome the above two challenges in mobile
crowdsensing, the proposed data model should have the fol-
lowing properties:

1) Effectiveness: The data model should be able to capture
the complex spatial and temporal correlation of crowd-
sensed data, even if the data has a high level of noise and
uncertainty.

2) Efficiency: The computational complexity of the data
model should be controlled within an acceptable thresh-
old to adapt to the requirement of large scale mobile
crowd-sensing systems.

3) Trustworthiness: The data model should consider the
impact of the unreliability of mobile users on the quality
of collected data, and give a quantity metric to measure
the trustworthiness of mobile users.

In this paper, jointly considering the two challenges, we
propose a reliable time series data model for mobile crowd-
sensing to satisfy the above three properties. We first use
random variables to describe the noisy and uncertain crowd-
sensed data collected by mobile users. As different mobile
users would have different trustworthiness levels, we then



assign each mobile user a confidence parameter to model
his trustworthiness level. We also quantify the impact of the
confidence parameter on the distribution of random variables.
After that, we propose a reliable time series data model using
a Dynamic Bayesian Network, satisfying the properties of
effectiveness, efficiency, and trustworthiness. We show that the
powerful Dynamic Bayesian Network can not only handle the
time correlations of the stochastic data but also model the
spatial correlations by mapping technique [5], similar to the
singular value decomposition(SVD), even when the collected
crowd-sensed data has a high level of noise and uncertainty.
To the best of our knowledge, this is the first work that
handles the untrustworthy time series data modeling in mobile
crowdsensing. Based on the proposed reliable time series data
model, we can conduct the data forecasting, missing value
imputation and other applications on time series for the noise
and uncertain crowd-sensed data.

In this paper, our main contribution is to establish a new
time series data model to handle the noisy and unreliable
data collected from mobile crowdsensing. It shows how to
exploit the spatial-temporal correlation even the data source
is unreliable and the noise level is very high. We conducted
extensive evaluations to demonstrate the effectiveness of our
proposed model based on the real-world data.

The rest part of the paper is organized as follows: In
Section 2, we review the related work; in Section 3, we will
introduce the system model of our approach; in Section 4, we
propose the reliable time series data model, and in Section 5,
experimental results will be presented. Finally, we conclude
the paper in Section 6.

II. RELATED WORKS

In recent years, crowdsourcing and crowdsensing have
attracted increasing interest [1], [2], [6], [7], [8], [9], [10].
In [11], some of the existing challenges and potential topics
have been discussed. In [6], a programming framework for
mobile crowdsensing was proposed. In [7], Jin, Haiming, et
al. proposed a novel incentive mechanism integrating data
aggregation and data perturbation. Specifically, it helps to
select workers who are more likely to provide reliable data.
In [2], Hu, Shaohan, et al. developed the Smartroad traffic
event detection system to process the GPS data of in-vehicle
smartphones collected through participatory sensing. Its results
can be used for many assisted-driving or navigation systems.
Another example, in [1], a novel indoor floor reconstruction
model was proposed based on crowdsensing, which leverages
the crowdsensed data from mobile users, extracting the posi-
tion, size and orientation information of individual landmarks,
as well as obtaining the spatial relation between the adjacent
landmarks. In addition to the works mentioned above, there
are still many interesting topics being discussed by researchers
and we will not list them here.

Similarly, time series always catches the researchers’ in-
terests since there are always unexpected aspects for us to
explore [3], [12], [13], [14], [15], [16], [17], [18]. In [3],
[12], time series method are used to study the health-related

problems. Kale, David C., et al. developed a new distance
metric for multivariate time series with application to health
care[3]; Caballero Barajas et al. It makes use of the locality
sensitive hashing, solving the dilemma between quality and
speed, enabling distance measuring with a fast search and
a high quality. In [14], Jha, Abhay, et al. claimed that in
the business scenario, the time series could be sparse if the
commodity at the very beginning and the forecasting the
time series could be hard with these data. They proposed a
clustering model based on PLS regression and OPTMOVE
clustering algorithm to forecast the sparse time series based
on their similar time series. In a similar scenario with the
crowdsensing, the sensor networks, SMiLer([15]) makes use
of both kNN and Gaussian Process, solving the problem of
the heavy cost introduced by Gaussian Process and output the
prediction result with a superior accuracy and an effectively
measured uncertainty. [5], [19] focus on the missing value
imputation of time series, which is also another important task.
[19], focusing on the medical time series, exploited fact that
the missing data may appear to be lag-correlated, inputting the
missing data using kNN; [5] makes use of the “smoothness”
and the “correlation” of the time series data, introducing a
Dynamic Bayesian Network based method for missing data
imputation, which further supports prediction, smoothing and
pattern recognition. There are still many works focusing on
solving the realistic problem in time series, and we will not
list them one by one.

Nevertheless, all of these previous time series models are
not capable for the crowdsensing. Different from the aforemen-
tioned prior works, we focus on the modeling of the time series
in the crowdsensing. As mentioned in the previous section,
the crowdsensed data has complex relations in the spatial
and temporal dimensions, but none of the current works has
considered this factor. Hence, we aim to solve this problem,
the time series modeling in crowdsensing. Inspired by [5],
[20], we develop a novel way to model the time series in
the crowdsensing network. The general idea is to treat every
report as a random variable and “tag” every it with a user
correlated trustworthiness parameter. Then the reports will be
synthesized into time series data, which will be modeled using
a Dynamic Bayesian Network.

III. SYSTEM MODEL

In this model, a crowd of k users U = {1,2,...,n} keeps
collecting data in a given area. With the arbitrary movement
of the users, data will be generated at different location and
at different time. Each user ¢ reports w,; reports, namely
{r(l), 1(2),... (“’)} where each observation r(]) consists
of the following four values: (a) the user measured value
vgj ) € R, which is a noisy observation; (b) the time a(J )
indicating when the data was generated; (c) the geographlc
location S(J ) represented in longtitude and latitude where the
data was generated (d) an estimate of the precision of the

user observation 0; () € R~. Thus, each report has form of
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To model the uncertainty of the noisy data in crowdsens-
ing, we assume in each report, the uncertainty is distributed

normally. Given rgj ), the probabilistic density function of the
generic point v could be expressed as
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Next, we consider another property of the crowdsensing,
the untrustworthiness. In crowdsensing, no user can be trusted.
Because people tends to provide more quantity of data to earn
more money but ignore the quality of the data or they simply
fabricate the data to spoof the system. Thus, the reliability
of the crowd-sensed data can pose another challenge to the

crowdsensing. Formally, if the report is fully trustworthy, we
have the following condition:

o) ~ N (v | v, 0), E(v) = 0"

where vgj )* s the ground truth value around location sz(-] ),
More specifically, the fully trustworthy reports can be regarded
as the samples from a normal distribution whose expectation
is the ground truth value. On the contrary, the untrustworthy
reports are not necessarily related to the ground truth value,
vgj )* Some deviations may be possible. For example, we may
have v\ ~ A’ (v7* +b,61)) with a bias b from the ground
truth v\?)*,

Given this, we introduce another set of parameters, namely
trustworthiness parameters, as ¢ = {cy, ca, ..., ¢, }, where the
parameter 0 < ¢; < 1 denotes the trustworthiness of user 1.
Then we can update our probability density function as:
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The trustworthiness parameter c; represents the uncertainty
of the confidentiality of the data uploaded by the user; ¢; = 1
means the user can be fully trusted, and the above function
equals to (1); the smaller ¢; is, the noisier the variable vl(] )
would be.

In the crowdsensing based network, we have a set of fixed
target nodes L = {ly,ls,...,l,}, where we are interested in
the trend of the time series. For each location, it consists of a
longitude and a latitude. We assume there is a global clock in
the system such that the time at each position is the same. For
simplicity, let the counter ¢ € N. Given these information, we
can represent our stream time series at Iy, as Xy = {xp ¢ }72,,
where each x; € X, is an aggregation of reports belonging
to the cluster of this node at the time slot ¢. The cluster is just
based on the geographical distance of the location of the data
to the node, and for simplicity, here, we define the cluster to
be the circle centered at the node with a given radius.
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We then turn to find the ground-truth of the data in crowd-
sensing. Here, we use Dynamic Bayesian Network to accom-
plish this process. Our motivation comes from the correlation
between time series and its own smoothness. Smoothness
means that x; ~ x4y1, that the values in the nearby time
slot can be tightly related to each other. We can denote that
x¢11 = g(x¢)+w;. Here, g is a function and w; is white noise.
For every type of time series data, there is an intrinsic property
that different time series may appear in the similar pattern,
which we call it a correlation. For example, the time series of
the acceleration of two elbows when you are running may be
very similar with only a time lag. Dynamic Bayesian Network
can help us combine these two properties, then we can handle
the sequences, discovering the latent relation between time
series, and output the groud-truth. We will introduce our
Dynamic Bayesian Network based method in detail in the
latter section.

IV. SOLUTION

In this section, we will introduce our proposed model and
algorithm in detail. First, the fusion of the data will be covered;
second, we will talk about the Dynamic Bayesian Network and
its learning procedure.

A. Fusing Untrustworthy Reports

In our assumption, reports will be fused into one value of
a time series at a point ¢ only when they are geo%raphically
within the range of point k and the observed time a;’ ) belongs
to the time slot ¢. Just as mentioned before, we only consider
the range as a circle centered at [, with radius dj. Note that
the circles can overlap, hence one reports could contribute
to multiple values of different nodes at the same time tick.
Specifically, given a report r,gj ) and a location i, and time
slot ¢, denote the set of reports contribute to the value xy ; as
Ry ;. then we have the following definition:

rD eRyy o |l —sP|| <djand t <0 <t+1 (3)

According to equation (3), we can find the the set of
m reports Ry ; = {r,(it),r,gt), . ,7",(:;)} contributes to [}, at
time slot ¢, then we use a function fr specialized for [ to
fuse these reports into one probability density distribution.
Normally, we choose function fj as sum function or average
function. Note that all of the reports have the similar trust-
based PDF p(v | rgj ),ci), then the result will still be an
Gaussian distribution, namely f;(Ry ). In many previous
works, covariance intersection(CI) is widely used for data
integration. However, in our scenario, traditional CI behaves
poorly since the trustworthiness of user is not considered. We
refered to the work of Matteo Venanzi et al., consider the set
R+, and set the fusion function as follows. To be concise,
let Ry be Ry = {r1,72,...,rm} where r; = (v;, a4,1;,6;)
and the corresponding trustworthiness parameter of report r;
be c,.
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Specifically, this trust-based fusion model is obtained by
fusing the estimates as jointly weighted by the precision and
the trustworthiness parameter of the user.

B. Dynamic Bayesian Network

Dynamic Bayesian Network is a kind of Bayesian Network
specialized for handling time evolving events. Here is an
illustration of Dynamic Bayesian Network in Fig. 1. In this
network, we assume the linear projection G maps the latent
variable Z; to the fused data X;, where X; is a vector
of the fusion of the raw data. This projection automatically
catches the spatial correlation between the data, just like
SVD. To model the temporal correlation, we assume the latent
variable are time dependent on the previous latent variable
through a linear projection matrix F, which is according to
the smoothness of time series. The transition functions can be
quantified as follows:

Zl = Zo + wo (8)
Zt+1 = FZt + wy (9)
X =GZ, +¢ (10

where Z is the initial value of the latent variable, and wqg ~
N(0,T¢), wr ~ N(0,T'1), e ~ N(0,T) are Gaussian white
noises. Besides, the fused-data is generated from the raw data
by function (4)-(7). The joint distribution of Z and X is given
by

T T

p(Z,X) = p(Zo) [ [ p(Zi | Zi-1) [[ p(Xi | Z:)

=1 =1

(1)

where the V; denotes the collection of measures reported at
time t.

Fig. 1: Dynamic Bayesian Network Constructed

C. Model Learning

Given the above model, we propose our learning method,
trust-based EM algorithm. We have the following parameters
to estimate:

1) The transition parameter F' and G.

2) Zy and the covariance matrices of the Gaussian white
noises I'g, I'1 and I's.

3) The hidden variables {Z;}.

4) The trustworthiness parameters c of the users.

To be concise, we denote the collections of the parameters
as a = {F,G,T'0,I'1,T2,c}. Normally, the goal of the
parameter optimization is to maximize the log-likelihood of
the network, £(a) = P(Z,X). However, this is not an easy
task, since we have a set of hidden variables Z in this network
and simply using the maximum-likelihood estimation can be
quite expensive. An alternative way is using the EM algorithm.
Traditional EM algorithm has two steps:

1) E step: estimate the distribution of the latent variables,
i.e. the distribution of Z; for every 1

2) M step: choose the parameters to maximize the log-
likelihood of the network

However, in our scenario, trustworthiness parameters are
introduced and X are not directly observed variables as the
normal case. Actually, they are the fusion of the measurements,
which will change as we update the trustworthiness parame-
ters. Hence, it could be hard for the current EM algorithms to
learn the parameters.

We have to consider two factors. First, in order to model
the temporal trend of the time series, we have to maximize
the log-likelihood of the Dynamic Bayesian Network. Second,
due to the unreliability of the users, their reports are not fully
trustworthy and we want to know the trustworthiness level of
each user. However, maximizing one of them does not mean
that we can get the optimal solution of the other one. Hence, to
handle this dilemma, we propose our trust-based EM algorithm
to find the best trade-off between them. Our basic idea is to
maximize the log-likelihood of the joint distribution of the
network and the reports. The likelihood of the network is
given by equation (11). As for the reports, let R(rl(] )) be the
collection of reports that report 72(] ) belongs to, and we define
the likelihood of corresponding trustworthiness parameter as
Lici | v, fR0))) = [rp(v | r? i) FR(rY))dv. Our
algorithm can be stated as follows:

1) El step: For every k and ¢, update the distribution of each
Tkt with

Qt(ﬂﬁk,t) = f(Rk,t§ 04) (12)

2) E2 step: Estimate the distriution of the latent variables
Z, i.e., the distributions of Z; for every t. Here, we use
Belief Propagation for the latent variable inference.
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Here, D(vy,va,A) corresonds to the square of the Ma-
halanobis distance between two vectors v; and vg, ie.,
D(vy,va, A) = (vi — v) A7 (vy — vo)T.

We want to note that this model can be easily extent to
handle the reports consists of multiple dimensions. Currently,
many mobile devices have various embedded sensors and
can collect multiple types of data simultaneously. In order to
handle this kind of reports, we only need separately handle
each dimension using our model.

V. EXPERIMENT RESULTS
A. Data

We tested the performance of our model on two datasets:
one simulation dataset, another real-world dataset.

1) Simulation: We generated the test data according to the
following principles:

o We assume a fixed number of users exist in this scenario,
and for every user, there is a randomly generated trust-
worthiness parameter.

We assume the time series at each fixed node satisfies a
sinusoidal curve, and the corresponding number of reports
are generated with randomly assigned user tag. '
The value of j*" report of user i satisfies: at time ¢, fugj )
% + 6. Here, N is a constant which represents the
total number of reports contributes to this location and
6~ N(0, o L) where ¢y is a constant.

2) Real-World Data: : We also tested our model on the
Shanghai Taxi GPS dataset. This dataset consists of the GPS
data of Shanghai taxis collected during July 2007. Each report
consists of the taxi id, date, time, and the location information.
We selected the taxi data on July Ist, 2nd, and 3rd, targeted the
data around the downtown area which includes 121 locations
in total, and tested the performance on two near locations.
When fusing the reports, we select a fixed cluster radius and
fused the reports by summation function f,. Specifically, let
the collection of reports be R = {ry,rs,...,7,}, and user

(J))

function w be u(r i, then the summation function

fs(R) = Z Cu(r)-

reports is shown in Fig. 2(a), and the original curve without
processing by our model of the two nodes are shown in Fig.

The geological distribution of all the

/ v T(J) ) f(R E”))dv)}z(b)-

Taxi GPS Data Original Signal

=

150 200

Time Slot

(a) Distribution

(b) Original Signal

Fig. 2: Taxi Data

B. Results

We tested our model on the datasets described above on two
aspects: a) prediction, by setting the tail of the time series to be
empty, b) missing value imputation, by setting the middle part
of the time series empty. Meanwhile, we will display that by
learning the trustworthiness parameter, our model will reduce
the noise and return the ground truth.

In the simulation, we generated data on 200 time ticks on
three time series. The original curve can be shown in Fig. 3.

Original Signal

Simulation Fusion of Reports

60 80 100 120 140 160 180 200

Time Slot

Fig. 3: Simulation Original Signal

Prediction Refinement Missing Value Inputation Refinement

Simulation Fusion of Reports
Simulation Fusion of Reports

20 40 &0 80 100 120 140 180 180 2
Time Slot

20 40 80 80 100 120 140 160 180 X
Time Slot

(a) Prediction (b) Missing Value Inputation

Fig. 4: Simulation Results



For prediction, we use the first 150 data as the training set
and the rest 50 data for testing. As the iteration times goes
from 1 to 300, the standard error is being calculated. We find
that our method successfully eliminated the noise and output
the curve as expected. For missing value imputation, we also
use 150 data as the training set, the rest for testing. The results
can be shown in Fig. 4 to Fig. 5.

Prediction Standard Error Missing Value Inputation Standard Error

Standard Error
Standard Error

~—

005
200 250 30 0 50 100

50 100 200 20 300

150 150
Iterations Iterations

(a) Prediction (b) Missing Value Inputation

Fig. 5: Simulation Standard Error

We can find that our model successfully made the prediction
and missing value imputation, as well as got the ground truth
of the sinusoidal curve. The result displayed in Fig 4. tends to
have some shrink at the prediction part(the rightmost part of
the Fig 4.(a)) and the imputation part(the third peak of the Fig
4.(b)). With the more iterations, this defect will be eliminated.

For the taxi dataset, we randomly selected two close nodes
to test its performance. We divide one day into 102 time slots,
and similarly, by setting part of the time series to be the test
set, we got the following results, shown in Fig. 6.

According to the experiment, our method successfully out-
puts the reliable time series model. It efficiently and effectively
learned the trustworthiness parameter of the users then catches
the spatial correlation between two time series, as well as
the temporal correlation within the time series, outputting
satisfying prediction and missing value imputation result. The

Prediction Refinement Missing Value Inputation Refinement

Fusion of Reports
%j;%
7
Fusion of Reports
s 8 8 3

0 50 100 150 200 250 300 350 50 100 150 200 250 300 350
Time Slot Time Slot

(a) Prediction (b) Missing Value Inputation

Fig. 6: Taxi Data Experiment

result in Fig 6. showed that the noise has been reduced
when processed by our model, and our model can make the
prediction and missing value imputation in this scenario.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a Trust-Based Time Series Data
Model based on Dynamic Bayesian Network for crowdsens-

ing. For each user, we used a trustworthiness parameter to
model his trustworthiness level. Next, we proposed a corre-
sponding EM algorithm to learn the parameters efficiently
and effectively. In the experiment, we tested our algorithm
both on simulation and real world dataset and proved that our
algorithm is effective at finding the ground truth, reducing
noise, prediction, and missing value imputation.

However, we noticed that this model can only be applied
to a limited number of time series. When handling dozens of
time series, an overfitting problem may occur. We aim to solve
the problem and continue to optimize our model in the future.
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